
1. Introduction
• Speech synthesis is the computer generated human speech.

• Key factors for quality degradation of speech

synthesis

• Parametric vocoder (speech analysis & synthesis)

• Acoustic modeling accuracy

• Over-smoothing (sounds muffled)

• Vocoder problems

• buzziness

• real-time processing
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• Hypothesis

• Continuous vocoder can be improved by introducing a better NLP

solutions with low level synthesis.

• Goal of this paper

• Build a deep learning for Text-to-Speech (TTS) synthesis using

feedforward and recurrent neural networks as an alternative to

hidden Markov models (HMMs) which often generate over-

smoothing and muffled synthesized speech.

• Develop a voice conversion system with simple model based neural

network to convert the speech signal of a source speaker (e.g. male)

into that of a target speaker (e.g. female).

2. Methods
• Feed-Forward Deep Neural Network (FFD-NN)

• 6 feed-forward hidden lower layers of 1024 units each, performs

• non-linear function of the previous layer’s representation,

• linear activation function at the output layer.

• 𝑦𝑘 𝑥 = 𝑓 σ𝑗=0
𝑀𝑖 𝑊𝑖𝑗𝑥𝑗 + 𝑏𝑖

• minimize mean squared error function between target 𝑦 and prediction output ො𝑦

• 𝐸 =
1

𝑛
σ𝑖=1
𝑛 𝑦𝑖 − ො𝑦𝑖
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• applied a hyperbolic tangent activation function

• lower error rates and faster convergence

• Recurrent Neural Network (RNN)

• 4 feed-forward hidden lower layers of 1024 units each, followed by a single

top layer with 512 units as:

• Long short-term memory (LSTM)

• Bidirectional LSTM (B-LSTM)

• Gated recurrent unit (GRU)

• The iterative process of, for example, the Bi-LSTM can be defined as

• ℎ𝑡 = 𝑓 𝑊𝑥ℎ𝑥𝑡 +𝑊ℎℎℎ𝑡−1 + 𝑏ℎ

• ℎ𝑡 = 𝑓 𝑊𝑥ℎ𝑥𝑡 +𝑊ℎℎℎ𝑡−1 + 𝑏ℎ

• 𝑦𝑡 = 𝑊ℎ𝑦ℎ𝑡 +𝑊ℎ𝑦ℎ𝑡 + 𝑏𝑦

• Voice Conversion based DNN

• consists of feature processing, training and conversion-synthesis steps.

• MVF, contF0, and MGC parameters are extracted from source and target voices

• using the analysis function of the Continuous vocoder.

• FF-DNN is applied to construct the conversion phase.

• Dynamic Time Warping (DTW) algorithm is applied to map the training features

• source speaker to the corresponding of the target speaker.

3. Objective  evaluation
• Data: from CMU-ARCTIC

• AWB (Scottish English, male), JMK (Canadian English, male), SLT (American

English, female), and BDL (American English, male).

• each one consisting of 1132 sentences.

• 90% of these sentences were used in the training experiment, while the rest

were used for testing and evaluating.

• Training procedures were conducted on an NVidia Titan X GPU.

• Empirical measures
• Mel-Cepstral Distortion

• Root mean squared error

• The correlation measures

• frequency-weighted segmental SNR

• Normalized Covariance Metric

• Log Spectral Distortion

• Weighted spectral slope

4. Perceptual evaluation
• Multi-Stimulus test with Hidden Reference and Anchor (MUSHRA).

• 20 participants (mean age: 38 years) with engineering background.

• rate from 0 (highly unnatural) to 100 (highly natural).

• samples: 
• http://smartlab.tmit.bme.hu/vc2019

• http://smartlab.tmit.bme.hu/vocoder2019

Figure 4. Results of the 

subjective evaluation for the 

naturalness question. 

Higher value means larger 

naturalness. 
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Figure 3. Voice conversion process with Continuous based waveform generation.
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Figure 2. Workflow of the DNN/RNN based TTS system.

Figure 1. Human speech synthesis.

Table 1. Objective measures for all training based TTS systems.

Table 2. Objective measures for all training based VC systems.

Figure 5. MUSHRA 

scores for the 

similarity question. 

Higher value means 

larger similarity to 

the target speaker. 
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