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Why?

• Neural networks perform matrix 
operations in forward and backward 
steps

• Many of these operations can be done 
elementwise or in chunks

• These elements / chunks can be 
assigned to multiple cores

• Modern GPUs have 1000s of cores, 
which are much faster in parallel 
computation than CPUs with a few 
100 cores.
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Consumer grade GPUs
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• Good for small projects and for 
a limited number of GPUs

• Limited features and GPU RAM

• Optimized for visual 
performance

• Active cooling

• Most popular A0B0 series, 
where A=1,2,3,4 and B=6,7,8,9

• E.g. top pick in 2023: NVIDIA 
RTX 4090 24GB

• More info: 
https://www.nvidia.com/en-
eu/geforce/graphics-cards/
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Consumer grade 
GPUs
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Semi-professional GPUs
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• Good for small projects and for a 
limited number of GPUs

• Optimized for visual performance, 64 
bits

• Active cooling

• Ada Lovelace and Ampere architecture

• E.g. RTX 6000, 5000, 4500, 4000, 
A6000, A5000, etc.

• More info: 
https://www.nvidia.com/en-us/design-
visualization/desktop-graphics/
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Semi professional 
GPUs

https://www.nvidia.com/en-us/design-visualization/desktop-graphics/
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Server grade GPUs



Server grade GPUs: Hopper architecture

• „Seamless” integration
• PCIe 6.0 16 lanes: 128 Gb/s

• In-GPU: 3.35/2/7.8 TB/s (SMX/PCIe/NVL)

• Multi GPU: NVSwitch 900 Gb/s

• Multi node: Infiniband/Ethernet 400Gb/s

• Passive cooling

• DGX H100 off-the-shelf server

• BasePod and SuperPods can be built.

• More info: 
• GPU: https://www.nvidia.com/en-us/data-

center/h100/

• Server: https://www.nvidia.com/en-us/data-
center/dgx-h100/
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NVIDIA DGX SuperPod

• Off-the-shelf solution for AI infrastructure

• DGX H100 SuperPod: https://docs.nvidia.com/nvidia-dgx-superpod-
data-center-design-dgx-h100.pdf

12

https://docs.nvidia.com/nvidia-dgx-superpod-data-center-design-dgx-h100.pdf
https://docs.nvidia.com/nvidia-dgx-superpod-data-center-design-dgx-h100.pdf


13



Bálint Gyires-Tóth 14

• 760 NVIDIA DGX 
A100 

• 6,080 NVIDIA A100 
GPU 

• linked on an NVIDIA 
Quantum 200Gb/s 
InfiniBand network 

• 1,895 petaflops of 
TF32 performance

• 5 exaflops of mixed 
precision AI 
performance









Inference servers
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Inference servers

• Increasing demand as AI solutions go to
production phase

• General HW vs dedicated inference specific HW

• Example 1: NVIDIA H100 NVL

• 2x94 GB RAM, 7.8 TB/s GPU memory bandwidth

• Fits 175B LLMs in GPU memory

• Example 2: L4 GPU
• Energy efficient (72W max, 1-slot)
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GPU in cloud
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GPUs in cloud

• Google Cloud, AWS, MS Azure, Oracle,  
NVIDIA DGX Cloud, Others.

• Flexible, good for scaling

• Large-scale trainings are non-trivial

• Great for inference options

• Comparison:

• https://fullstackdeeplearning.com/clou
d-gpus/

• https://cloud-gpus.com/
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Cost planning
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Cost planning

Example requests

• 1400 traffic cameras, real-time 
object detection

• Training language models for 
Named Entity Recognition, cca. with 
100k A4 pages

MLCommons.org 
(https://mlcommons.org/en/) 
founded by AI stakeholders. 
Standardized setup for measuring 
training and inference speeds –
instead of comparing FLOPs and OPs.

• Training Working Group

• Inference Working Group
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